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ABSTRACT

Medical research study designs are many and varied. At fi rst glance, they may be diffi cult to distinguish. 
Knowledge of their specifi c strengths and limitations is helpful for investigators planning new projects and 
for readers of the medical literature. The aims of the review are threefold: (i) to present an overview of medi-
cal research types, (ii) to attract attention to multiple characteristics of medical study designs, and (iii) to 
provide a concise educational resource for young researchers in the health sciences. Analysing the charac-
teristics of medical study designs leads to achieving the goals.

1. Introduction

Designing a medical research project involves 
choosing methods to address a research ques-
tion. The selection of the proper study design 
is critical for success and determines the limits 
for drawing reliable conclusions. Various types 
of studies have individual properties and can 
answer different types of questions [1]. This text 
briefly summarises the most common medical 
study designs. It also hopes to underscore sev-
eral less known research design characteristics 
within the traditional division of study types. We 
refer the reader to recent reviews for novel pro-
posals on how medical research design can be 

transformed or viewed from the specifi c perspec-
tive of personalised medicine [2,3]. 

2. Major types of research 
studies in biomedicine

The diversity of major study designs [4,5] high-
lights differences in their strong and weak points. 
While a cross-sectional study may be used to 
investigate disease prevalence, a case-control 
study can identify its risk factors. Furthermore, 
the cohort study may trace the disease course, 
and an interventional trial can verify if a proposed 
treatment works.
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Of note, all of these studies are at risk of selec-
tion bias, which means that the study results can 
be applied (generalised) to the population of 
which the study group is representative. Conse-
quently, the results of a study conducted on neo-
nates cannot be used to conclude the treatment 
of older patients. Likewise, conclusions from 
research done only in women may not apply to 
males.

2.1. Observational studies

2.1.1. Cross-sectional study
Research of this type collects information about 
several characteristics of individual study partic-
ipants at one time point (which does not need to 
be the same for each person). Then, the charac-
teristics are summarised and compared between 
groups or relationships to identify potential con-
nections. Both methods can be used, too. For 
example, medical students’ fi nal exam results 
in biophysics can be analysed in the context of 
their physical activity. physical activity is the 
exposure, and test results are the outcome. The 
main advantage of the cross-sectional study is 
an analysis of many exposures (e.g., risk factors) 
and outcomes (diseases, parameters). They are 
also cost-effective. 

The major limitation is confounding, which 
may occur in any study. Yet, the cross-sectional 
design accounts for it. Confounding occurs when 
multiple factors coexist, and we do not know 
which is important. Thus, we may assume that 
healthy people are more physically active and 
often eat healthy.. However, more information 
is needed to say if physical activity results from 
health, health from activity, or both, depending on 
the diet. Consequently, a cross-sectional study 
rarely establishes cause-and-effect relation-
ships. It is much better used to screen for corre-
lations or to rule out strong effects.

2.1.2. Case-control study
The study focuses on a single outcome in this 
design. For example, the outcome can be the 
presence or absence of an inflammatory bowel 
disease. Patients with the disease and healthy 
controls can be enrolled to compare their past 
(usually), present, and future characteristics 
or either of the features.. Control participants 
can be matched to cases for age and other fac-

tors to minimise confounding. If the individuals 
are of the same age, then it is unlikely to affect 
the differences between the groups (though this 
issue has additional layers of complexity [6]). 
More controls than patients are often recruited 
to boost the study’s statistical power. The result 
of the case-control study typically is an odds 
ratio, which is different from the more intuitive 
risk ratio (see next subsection). A more advanced 
view of the case-control study requires a recog-
nition of the dynamic nature of the population [7]. 
The case-control design requires a high degree 
of organisation, and large-scale case-control 
studies frequently rely on long-established infor-
mation technology systems. The case-control 
design also suffers from recall bias if informa-
tion about the participants’ past is obtained; 
people with and without disease may remember 
their past differently. Suppose adequate medical 
records and systems are available. In that case, 
this study enables a low-cost investigation of the 
relationship between a wide range of exposures 
and the study outcome, such as disease.

2.1.3. Cohort study
Time is the central concept in a cohort study. In 
a cohort study, many individuals are monitored 
over an extended period to observe the develop-
ment of specifi c health effects, such as asthma, 
in a large group of children followed up for 20 
years. Data about exposures and outcomes are 
often collected at different intervals throughout 
the study. A project may extend to the long-term 
storage of biological samples. The cohort study 
establishes a link between a specifi c exposure 
(such as detergent use) and later outcome (such 
as asthma), usually expressed as a relative risk (or 
risk ratio). However, such fi ndings also need more 
proof of cause and effect: the cohort study is 
subject to confounding, even if it may be easier to 
mitigate than in other study types. As one cohort 
study may analyse multiple exposures and out-
comes, extensive cohorts have been established 
and thus provided a wealth of data on risk factors 
for lifestyle diseases. Cohort studies are often 
large (thousands of participants). These stud-
ies offer the highest quality of evidence when the 
prospective design is used: starting observation 
of the group after all the questionnaires are ready 
ensures that the data are complete. Information 
from existing medical records or databases, i.e., 
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a retrospective study, bears the risk of missing 
data. However, the retrospective cohort design 
is sometimes applied when patients with a rare 
disease (such as cystic fi brosis) are followed up 
for many years in the same centre. Figure 1 sum-
marises the typical timing for major types of 
observational studies.

2.1.4. Studies of diagnostic accuracy
Assessment of a medical test's diagnostic val-
ue is a frequent research subject, often cate-
gorised separately from medical management 
(observational). Evaluating diagnostic accu-
racy requires an established test of reference, 
the golden standard. Comparing and assessing 
new methods can be done by comparing them 
with the reference method. Studies of diagnostic 
value are also subject to bias resulting from the 
selection of the investigated group of patients 
because the diagnostic value does not need to 
be identical in people with two different dis-
eases. An example of a diagnostic value study 
is assessing of a new, non-invasive test for 
diagnosing early-stage lung cancer. The latest 
trend in diagnostic value research is embedding 
such studies within large interventional trials, 
enabling early biomarker discovery. Results from 
this type of research are often presented using 

specifi c metrics (such as sensitivity, specifi city, 
positive/negative likelihood ratio, positive/nega-
tive predictive value, and the AUC – area under 
the receiver operating characteristic curve) [8]. 
Moreover, statistical inference can compare 
such results between various tests to establish 
signifi cant differences.

2.1.4.1. Specifi c issues related to studies of diag-
nostic value
All the above-mentioned metrics of diagnostic 
value are useful but require careful interpretation. 
A key question is whether the studied group is 
representative of the population intended for the 
study results application. Sensitivity and speci-
fi city depend on the selected cut-off (threshold), 
which is essential yet seldom attracts attention. 
Sometimes sensitivity is more desirable (not to 
miss sepsis), while in other scenarios, specifi c-
ity is required (evading false positive results in 
populational screening). Adapting the test for 
a scenario of use can often be done with the right 
threshold. 

Studies of diagnostic value frequently report 
the AUC, which reflects whether the test has high 
sensitivity and specifi city for the same thresh-
old. Notably, an AUC of 0.5 means zero diagnos-
tic value and an AUC of 1 suggests perfect dis-

Figure 1. The relationship between major types of observational studies and time determines the types of questions that 
they can address. The vertical dotted line indicates the time the research was carried out. Many modifi cations are possible, 
including prospective case-control studies.
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crimination between the groups. AUC 0.7 to 0.8 
is considered acceptable, 0.8 to 0.9 is considered 
good, and AUC above 0.9 is considered excellent. 
Even if the AUC is high, the test may not be good, 
especially if almost all analyzed data are negative 
or positive (group imbalance), because in such 
a setting, even tossing a coin would give a high 
AUC. AUC has also been used to summarise the 
performance of prognostic regression models 
or, more recently, artifi cial intelligence-derived 
diagnostic classifi ers, but they are subject to 
the same limitations. Awareness of these pitfalls 
helps to interpret the results of diagnostic value 
research. Moreover, searching for other studies 
that show the same effects (independent replica-
tion) is useful.

2.2. Interventional studies

2.2.1. Randomised trial
Randomization is core to the design of inter-
ventional trials because it protects against con-
founding. Therefore, it enables the researcher 
to demonstrate cause-and-effect relationships. 
Random allocation of participants to a new inter-
vention (usually medication) or neutral substance 
(placebo) maximizes the chances that receiving 
the intervention or placebo is the only difference 
between the two groups. Then, any observed dif-
ferences can be ascribed to the intervention. 

An important part of randomized study design 
can be using a neutral substance (placebo) or fake 
intervention. It removes the effect of a positive 
attitude brought about by awareness of a medi-
cal intervention (the placebo effect). The study is 
blinded if the patient does not know what inter-
vention they received. Suppose the researchers 
do not know which intervention patients receive 
either. In that case, it is double-blinded. The 
method protects against assigning higher patient 
scores on the treatment (that scientists could 
prefer to show that the intervention works). 

Much attention is given to the number of 
patients enrolled in a randomized clinical trial, 
how they are assigned to each group, and how 
many complete the study. If too many patients 
withdraw from the study, it may indicate a prob-
lem not predicted from the start, such as severe 
adverse reactions. High exclusion rates at the 
start of the study suggest stringent inclusion cri-
teria or organizational problems.

There are two main ways to approach the 
interpretation of results from a randomized clin-
ical trial: intention-to-treat and per protocol. 
In intention-to-treat, the groups are compared 
based on the initial assignment. If someone was 
prescribed the investigated intervention but had 
side effects and withdrew, this person will still be 
included in the intention-to-treat analysis. The 
results of such analyses are useful for physi-
cians and insurance agencies because they link 
treatment effects to the prescription of interven-
tion. Per protocol (on-treatment) analysis com-
pares groups of patients who received study and 
control interventions until the end of the study. 
Therefore, the groups are smaller, and the com-
parison ignores that many patients were exclud-
ed. This analysis is interesting as it may be more 
sensitive to some effects of interventions but has 
an increased risk of bias.

Notably, the interventional study, especially 
the randomized controlled trial, bears higher ethi-
cal and legal requirements than the observational 
study, which usually incurs high fi nancial costs. 
Randomized trials are registered in appropriate 
databases (such as clinicaltrials.gov) before they 
start and thus: (i) the study cannot be manipulat-
ed, (ii) it is known the study was attempted even 
if results are not published, (iii) other teams do 
not start the same expensive study that someone 
else is already doing. Teference textbooks sum-
merise the clinical trial methodology [9,10]. Orga-
nizational and regulatory aspects of clinical trials 
are of great importance.

2.2.1.1. Randomization
The process of randomization frequently involves 
the use of computer tools. Block randomization 
typically uses pre-generated blocks of a specifi c 
size to assign patients to an intervention. If the 
block size is two, there are two possible blocks 
(orders): placebo-intervention and interven-
tion-placebo. The randomization list consists of 
subsequent blocks that determine the order of 
group allocation [11]. This approach has a limita-
tion: if the block size is small and the researcher 
knows that one patient received a placebo, she/
he will be aware that the next person will be given 
the investigated drug. Larger block sizes disguise 
the intervention allocation more effi ciently. How-
ever, then the group sizes may be uneven in the 
end. In randomized studies, study groups might 
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not be perfectly equal, as this results from ran-
domization itself (unless designed otherwise on 
purpose). A possibility to maximize the similarity 
of the compared groups in confounding factors 
(such as sex) by stratifi cation also exists and can 
be done by constructing two separate random-
ization lists: if the patient is female, the follow-
ing allocation (placebo or intervention) is done 
according to the list for women (and not from the 
list for men). With such a setup, the study and 
control groups will not differ in the proportion 
of women. Stratifi cation can be done with more 
factors, such as age, recruitment centre and 
medication use. Many randomized studies are 
multicenter, as it is often too diffi cult to recruit 
enough patients in one city and because some 
patients are lost to follow-up. Of note, “Mende-
lian randomization” does not relate to clinical tri-
als but is an observational method to establish 
cause-and-effect relationships from genetic and 
epidemiological data analysis.

2.2.1.2. Outcomes and statistics
The time and intervention aspect of a random-
ized trial makes it possible to analyze trial data in 
multiple ways. One comparison method involves 
defi ning outcomes that can be compared at the 
end, such as the size of a tumour between two 
groups. Another approach is to check which 
group experiences slower tumour growth (ana-
lyzing a delta value equal to tumour size after 
minus tumour size before). There are other ways 
to approach clinical trial data, and there are also 
several statistical approaches and specifi c out-
come types, such as survival, which is a complex 
issue. From a statistical standpoint, it is essen-
tial to appreciate one fact related to clinical trial 
design and sample size calculations. 

In most cases, it will be challenging to statis-
tically prove an effect of intervention when the 
principal outcome is defi ned as a binary variable 
(1 or 0, Boolean), like whether someone achieved 
a response or not. Researchers use a statistical 
measure called the p-value to determine if an 
intervention is effective. Typically, the standard 
assumptions for the p-value threshold (alpha or 
type I error) are set at 0.05 and the power at 0.8 
(also known as beta or type II error at 20%). Sup-
pose we want a statistically signifi cant result in 
a trial where the fi rst group has a 35% success 
rate and the second group has a 40% success 

rate (a 5% absolute difference and a 14% relative 
difference). In that case, we must recruit almost 
3000 participants.. A more signifi cant 10% abso-
lute difference between the groups (fi rst group 
30% vs. second group 40%) would reduce the 
required sample size to 700 participants, which is 
still a large number. It is usually easier to prove 
the effect at a moderate sample size by measur-
ing a continuous variable (such as blood pres-
sure). 

Sample size calculations for clinical trials 
are discussed by DELTA2 guidelines (Difference 
ELicitation in TriAls) [12]. Surrogate outcomes are 
used because the most pertinent health-related 
outcomes are binary and because they take very 
long to develop (like death or stroke). Surrogate 
outcomes are known to be health-related, but 
they are easier to measure than “hard” endpoints 
such as mortality. Of course, endpoint use trans-
lates to what the study means for the patient and 
the physician, who may explain, depending on 
what the trial measured: “This pill will reduce your 
risk of death in the next ten years by 5%” or “This 
pill will normalize your blood pressure, which will 
probably help you live longer.” Apart from surro-
gate outcomes, composite outcomes are used, 
where the occurrence of any endpoints is count-
ed identically, be it death, stroke, or hospitaliza-
tion. All will agree that death is not the same as 
hospitalization, and the two will not occur with 
the same frequency in the trial. Therefore, the 
adequate use and interpretation of composite 
outcomes is a challenge [13]. They sometimes 
need to be used because the most critical inves-
tigated outcomes occur rarely, and it is impos-
sible to carry out extensive and long enough tri-
als to obtain the answer. Apart from the primary 
outcome, randomized trials often have multiple 
secondary outcomes. The selection of appropri-
ate outcomes in various diseases is not straight-
forward and constitutes a strand of research that 
quickly gains interest [14].

2.2.1.3. Commercial aspects
Many clinical trials are non-commercial, focusing 
on already registered medications or non-phar-
maceutical interventions, such as surgery, diet, 
or exercise. However, randomized trials are also 
crucial for regulatory approval of new phar-
maceuticals or medical devices. Therefore, the 
industry funds many and attracts additional 
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scrutiny because of the involved fi nancial inter-
ests. Essential regulatory requirements accom-
pany such trials but do not eliminate the conflict 
of interest risks [15].

These risks remain diffi cult to appreciate 
for the reader, as evidenced by a recent analy-
sis of undisclosed payments to medical scien-
tists [16]. Moreover, researchers only sometimes 
understand the conflict of interest similarly [17] 
because the related problems are diverse and not 
equally perceived in all cultures. Activities of the 
tobacco industry provided numerous and varied 
examples of how researchers can be influenced 
to evade presenting complete information, draw 
attention to insignifi cant topics or manipulate 
the reader and the public opinion [18]. A scientist 
receiving payments from a company (or owning 
its stock) may present biased views. Therefore, 
it is wise to read the medical literature critically, 
not ignore “conflict of interest” sections, consider 
authors’ affi liations, and also keep in mind that 
study results or conclusions are often reported 
in misleading ways (with a “spin”) [19]. However, 
the last of these issues overlap with a general 
trend towards more usage of positive language 
in the research literature [20]. In brief, a critical 
approach is always valuable while reading any 
research literature, including this text.

2.2.1.4. Phases of clinical trials
Table 1 lists the four main phases (I-IV) of clini-
cal trials. Phase 0 studies may also be carried 
out to assess drug bioavailability and metabo-
lism in healthy participants. Group size depends 
on the phase, ranging from below 100 partici-
pants (Phase I) and 100–300 patients (Phase II) 
to between 300 and a few thousand (Phase III).

Table 1. Main phases of clinical trials. The duration of studies is between several months for Phase I and 
a few years for Phase III studies, which are usually done in multiple centres to recruit a suffi cient patients.

Phase of clinical trial Focus
Phase I Choosing optimal dose –

Showing safety –
Healthy participants or patients with cancer –

Phase II Showing that intervention works –
Confi rming safety –
Done in patients –

Phase III Confi rming and measuring the effi cacy precisely –
Confi rming and assessing safety in detail –
Done in patients –

Phase IV Monitoring safety in real life after the intervention becomes broadly available –
Done in patients usually prescribed the intervention –

Early Phase I investigates how the body reacts 
to a new substance. Phase I study carried out in 
healthy volunteers, defi nes optimal dosage and 
checks for side effects. Phase II investigation is 
a larger trial in patients that searches for evidence 
of effi cacy and extends the safety assessment. 
Phase III trials are fundamental investigations of 
effi cacy and safety and are the primary source of 
safety information available to physicians. There-
fore, the signifi cant difference between Phase II 
and Phase III is that it is still being determined if 
the intervention works before Phase II. Phase III 
studies are also more extensive and provide more 
precise results than Phase II. Phase IV stud-
ies are done after medication is approved and 
may include evaluation of treatment effects and 
post-marketing safety surveillance. 

2.2.1.5. Simulation and in silico studies
In-silico studies help pre-clinical research, that 
is, computer modelling (computer processors are 
made of silicon).. Tools are available to predict 
ligand binding dynamics and off-target effects, 
facilitating the development of safer pharmaceu-
tical compounds, which are then tested biologi-
cally.

Simulations may also be helpful in later phas-
es of clinical research. Big data from electronic 
health records can be used to conduct simulated 
randomized controlled trials [21]. Such studies 
do not replace clinical research, but they may be 
used to provide additional information about the 
relationships between understudied population 
characteristics and the effi cacy or safety of inter-
ventions. The primary example is ethnicity, espe-
cially when a randomized controlled trial does not 
reflect the entire target population well. Simula-
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tion can attract attention to phenomena that are 
otherwise overlooked and may be important for 
specifi c subgroups of patients. Such computer 
methods (trial emulation) are complex [22].

2.2.2. Non-randomized interventional studies
Predominant interventional studies in biomedi-
cine are now mostly randomized, placebo-con-
trolled trials. However, some other interventional 
designs warrant discussion. One is the before-af-
ter design, applicable in uniformly progressive 
illnesses and when treatment is expected to 
yield outstanding benefi ts, such as gene thera-
py for rare diseases. Non-randomized investiga-
tion of various interventions in a real-life setting 
may be helpful to establish effi cacy and broad-
en the scope of safety assessment. Some of the 
non-randomized interventional studies do not 
include a control group. Unfortunately, these qua-
si-experimental designs are prone to bias, so their 
results should be interpreted cautiously [23].

2.3. Review studies

2.3.1. Narrative review
A narrative review provides knowledge sum-
marized by experts in the fi eld without using 
a systematic methodology. Reviews of this type 
authored by most experienced researchers are 
often most helpful. Such reviews may serve as 
works of reference, similar to textbook chapters. 

2.3.2. Systematic review
A systematic review aspires to synthesize all the 
information on a given topic. The goal is achieved 
through the application of systematic search 
methodology. A query is constructed and used 
to search literature databases. The identifi ed 
articles are assessed for relevance to research 
questions. Quantitative information from these 
publications is summarized. A report from a sys-
tematic review presents the search strategy, the 
keywords used, the fi elds searched, and the data-
bases used. Specifi c inclusion and exclusion cri-
teria increase the quality of the systematic review 
(and the meta-analysis – see below).

2.3.3. Systematic review with meta-analysis
Introducing meta-analysis to a systematic review 
requires specifi c qualitative summary meth-
ods [24,25]. Studies included in meta-analysis 

are assessed for various forms of bias. The data 
available from publications and research teams 
are combined to obtain one more reliable sum-
mary metric of effects. 

Reviewing study quality (dealing with bias) is 
integral to the meta-analysis process. The risk 
of bias is determined using appropriate tools. 
For randomized controlled trials, this can be 
Cochrane’s risk-of-bias assessment tool 2 (RoB 
2, [26]), which refers to potential limitations in 
randomization, studied intervention, dealing with 
missing data, approach to outcome measure-
ment and result presentation. Other tools which 
can be used to assess the quality of observa-
tional studies include checklists from the Nation-
al Institutes of Health or the Scottish Intercolle-
giate Guidelines Network (SIGN). SIGN guidelines 
include the quality assessment tool for diagnos-
tic accuracy studies (QUADAS-2), which relates 
to patient selection bias, blinded interpretation of 
tests, adequate gold standard (reference) mea-
surement, and exclusions of cases from analysis 
[27]. Although designed to help with meta-analy-
sis, these tools are also valuable when planning 
or starting research because they guide how to 
conduct studies well.

There are different statistical approaches to 
meta-analysis, depending on the main research 
question. It is possible to synthesise many stud-
ies with univariate meta-analysis and compen-
sate for study characteristics using meta-re-
gression, which may be especially useful when 
data from individual patients are available to the 
researcher. There are also other methods which 
allow for linking multiple characteristics to multi-
ple effects and for indirect comparisons (network 
meta-analysis).

Clinicians are often interested in the results of 
a systematic review with meta-analysis as this 
type of article provides the highest quality of evi-
dence. The methodology of meta-analysis itself, 
therefore, needs to be strict; moreover, registra-
tion of a systematic review with meta-analysis 
is often encouraged to prevent other teams from 
spending effort on the same topics. More prima-
ry data is needed in many crucial areas to draw 
signifi cant conclusions in meta-analyses.

2.3.4. Guidelines and consensus reports
We list guidelines under reviews, even though 
they are a separate article type. The reason for 
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this is the vital role of systematic search in deter-
mining the optimal medical management. After 
identifying and reviewing adequate references, 
the experts propose a set of recommendations to 
guide clinical practice. Most commonly, the qual-
ity of evidence to address a specifi c question is 
labelled, and voting determines what the panel 
will suggest as best care. However, the strength 
of recommendations does not rely on the quality 
of evidence alone, and the direct practical knowl-
edge of the current medical practice often influ-
ences recommendations. Many guidelines cite 
hundreds of works; commonly, the number of 
referenced articles is a few times larger than in 
a regular review article.

2.4. Qualitative studies
Qualitative methods involve, among others, inter-
views, focus groups, experiments, observation, 
analysis of documents, and secondary sourc-
es. Qualitative and quantitative methods can be 
mixed [28]: e.g., interviews may be used to iden-
tify main problems, and then a survey may char-
acterize the issue statistically. The value of quali-
tative studies lies in their capacity to uncover 
perceptions, attitudes, and mechanisms that 
would remain diffi cult to capture by quantitative 
research alone. They focus more on the compre-
hensive experience, allowing detailed and rich 
insights as flexible questions permit. Qualitative 
research makes it easier for the researcher to go 
beyond her/his preconceived ideas but requires 
much work, even to characterize small groups.

2.5. Case reports
Case reports present valuable information for 
learning, which is achieved through presenting 
typical or atypical courses of disease or unusu-
al fi ndings that may fuel further discovery. Case 
reports help identify therapeutic interventions' 
adverse effects and describe new diseases or 
risks. However, much of the information includ-
ed in case reports may not be representative 
because of biological variability and ethnic, eco-
nomic, and cultural differences, which give rise to 
bias. Case reports’ conclusions often cannot be 
easily generalized, and the reports can be easily 
over-interpreted. The difference between a report 
of a series of patients and a cross-sectional or 
cohort study may take time to establish.

2.6. Basic biomedical research studies
This fundamental research, often involving mod-
els and experimentation [29], is behind most 
breakthrough discoveries fueling medical prog-
ress. Defi ning basic biomedical research is not 
straightforward, but the most commonly cited 
characteristic focuses on growing knowledge of 
nature (disease) and its mechanisms (without 
a specifi c application in mind). A cross-section-
al study can meet basic research criteria when it 
focuses on understanding disease pathophysiol-
ogy (and not necessarily treatment). It is easier to 
see that studies mainly involving animal models 
and advanced biomedical or molecular biology 
techniques represent basic research. Medics may 
overlook these pure research studies and their 
value because of inaccessibility (complexity) and 
the need for an obvious connection to medical 
practice. Indeed, such work is almost always of 
no direct value to the physician, even if it holds 
much promise for helping patients.

3. Discussion: characteristics 
of medical research

This article briefly introduced the main types of 
scholarly output in medical research. The reasons 
why specifi c research designs are more common 
than others may relate to the ease of conducting 
research under certain circumstances and the 
need to address specifi c questions. Considering 
the theory itself, we may see several dimensions 
that characterize these studies and the under-
standing of which may help produce unconven-
tional study designs. Below, we list some aspects 
of biomedical research that are worthwhile con-
sidering while planning or appraising medical 
research.

The distinction between basic, translational, 
clinical, epidemiological, and applied research 
seems more related to the choice of methods 
than the study design itself. Like any tool, a study 
design can be used for different aims. Thus, both 
observational and interventional studies can be 
employed to achieve the goals of basic or clini-
cal research. Most commonly, qualitative meth-
ods are utilized, but quantitative and mixed meth-
ods are also sometimes applied. Studies can 
be done only with original data, data from other 
projects, and both types of data sources (primary 
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and secondary), as is more and more commonly 
seen because of the availability of big data. The 
aspect of time further divides studies into pro-
spective and retrospective, depending on how 
samples or data were gathered. Another distinc-
tion is between studies investigating, fi nding, and 
reporting new discoveries (new ideas, phenom-
ena), proposing original solutions or hypotheses, 
and validation research. A prominent character-
istic of the primary vs. validation research divide 
is between studies with small and large group 
sizes. The study size, in turn, is often associated 
with carrying out work in more than one centre or 
even across countries or continents. Finally, the 
research questions can concern various areas: 
determining disease frequency, understand-
ing its pathophysiology, biomarker or treatment 
discovery, patient perspectives, and economic 
aspects. The choice of research questions and 
study design is pragmatic, reflecting maximum 
possibilities at a given budget, given the state 
of knowledge. Patients are also more and more 
commonly involved in designing research.

Medical research study design is often not 
a purely linear process, wherein the research 
question alone would determine the aims, study 
design, and methods. Various factors affect-
ing individuals, groups, and consortia con-
strain research. Recognizing this interconnec-
tion between the research environment and the 
research project translates naturally to optimizing 
choices about details of study design and meth-
ods. Thus, planning medical research depends 

on researchers’ expertise, interests, employ-
ment and funding, institutional, organizational, 
and technological capacities, responsibility for 
other projects, educational or commercial activ-
ity, perception of challenges in the research fi eld, 
patient values and cooperation, safety, ethical 
and legal issues, and life situation. When plan-
ning a study, there are many factors to consider 
regarding its feasibility and potential impact. The 
most apparent trade-offs involve balancing cost 
versus sample size, duration versus clinical rel-
evance and statistical power. Additionally, there 
may be trade-offs between a study's adminis-
trative and fi nancial capacities and its ability to 
prove a cause-and-effect relationship in a ran-
domized trial. Overall, the choice of study design 
is not dictated solely by the research question 
but remains under the strong influence of mostly 
unmodifi able external factors.

Additional issues include the use of proper 
statistics, the adequacy of the control group, and 
a valuable and honest section on study limita-
tions. All research studies have limitations, but 
these can be overcome with proper reporting 
guidelines to help peers evaluate fi ndings accu-
rately (Table 2). 

While commencing any medical research and 
while reading reports from clinical studies, it is 
also crucial that the pre-test probability for main 
hypotheses is at least tentatively assessed. If the 
hypothesis is implausible, it is indispensable to 
remain sceptical even with statistically signifi -
cant results. 

Table 2. Reporting guidelines for major study designs according to Enhancing the Quality and Transparency Of 
Health Research (EQUATOR) Network (all the guidelines are available aat www.equator-network.org). Over 600 
guidelines adapted for various specifi c types of research are available, including economic evaluation, Mendelian 
randomization, pre-clinical studies, and study protocols.

Study design Reporting guidelines Full title of the guideline

Observational: cross-sectional, 
case-control, cohort STROBE

The Strengthening the Reporting of Observational 
Studies in Epidemiology (STROBE) Statement: 
guidelines for reporting observational studies

Diagnostic value STARD STARD 2015: An Updated List of Essential Items 
for Reporting Diagnostic Accuracy Studies

Randomized trial CONSORT CONSORT 2010 Statement: updated guidelines 
for reporting parallel group randomised trials

Systematic review and 
meta-analysis PRISMA The PRISMA 2020 statement: An updated 

guideline for reporting systematic reviews

Qualitative study SRQR Standards for reporting qualitative research: 
a synthesis of recommendations

Case report CARE The CARE Guidelines: Consensus-based Clinical 
Case Reporting Guideline Development
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The diversity of medical research designs 
reflects the complexity of investigated phenome-
na and the diversity of settings where researchers 
attempt to answer research questions. A read-
er who understands the main characteristics of 
clinical study designs will more easily identify the 
most trustworthy information in the medical lit-
erature.
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